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Abstract A large earthquake shock often drops the seismic velocity of the shallow ground. However, it is not clear whether the dropped velocity recovers shortly after the earthquake shock or not. The purpose of this article is to report the time-lapse changes of seismic velocity in the shallow ground after the 2000 Western-Tottori earthquake, Japan. We deconvolve the coda record of small earthquakes registered on the ground surface by that registered at the 100 m depth in a borehole at a station that experienced a strong shock from the mainshock. Because coda waves are mostly composed of randomly scattered $S$ waves, deconvolution of the two coda records enables us to obtain a robust image of the ground structure. Assuming that the shear modulus was reduced at the depth of 0–11 m, we estimate the shear modulus change in each time period after the mainshock by fitting synthetic coda deconvolution to the observed one from 1 to 16 Hz. As a result, the shear modulus dropped to 52% of the value obtained before the mainshock a few minutes after the strong earthquake shock. This caused a decrease in the $S$-wave velocity of 30% and an increase in $S$-wave travel time of 17 msec. The shear modulus continued to recover for over 1 yr following the logarithm of the lapse time. It recovered to 69%, 83%, 87%, and 97% of the value obtained before the mainshock in the periods of 0 to 1 week, 1 week to 1 month, 1 month to 1 yr, and 1 to 4 yr after the mainshock, respectively.

Introduction

Reduction of seismic velocity in the crust after a large earthquake has been detected by several methods such as artificial explosion sources (Li et al., 1998; Nishimura et al., 2005), repeating earthquake sources (Poupinet et al., 1984; Schaff and Beroza, 2004), and wave interferometry (Pandolfi et al., 2006; Wegler and Sens-Schonfelder, 2007). Some of these studies also reported long-term recovery of the seismic velocity continuing over a few months following the velocity reduction and claimed that the coseismic rupture around the fault zone and/or the volumetric strain change corresponding to the fault motion are responsible for the velocity change. Recently, several studies reported the velocity change in the shallow ground that was damaged by a strong earthquake shock. Rubinstein and Beroza (2004), who measured $S$-wave travel times of repeating earthquakes, detected significant delay in the travel times at the stations that experienced a strong earthquake shock by the 1989 Loma-Prieta earthquake. After the mainshock, the travel-time delay continued to recover for a few months. Peng and Ben-Zion (2006) also reported the delay and recovery of the $S$ and $S$-coda travel times for the 1999 Düzce earthquake in Turkey. Applying the similar method to the repeating earthquakes located near the fault zone of the 2003 Tokachi-Oki earthquake, Japan, Rubinstein et al. (2007) detected the velocity reduction both in the shallow ground and near the rupture zone. The most influential depth for the temporal change in the seismic velocity is still under discussion.

Borehole observation is one of the useful methods to separate the velocity change in the shallow ground from that near the fault zone. Rubinstein and Beroza (2005) who studied the change of the $S$-wave velocity after the 2004 Parkfield earthquake showed that the delays of the $S$-wave travel times of repeating earthquakes are much larger at the sensors located on the ground surface than those at the shallow boreholes. Their study suggests that the region responsible for the large $S$-wave velocity reduction is limited in the shallow ground. Analyzing seismograms registered by borehole array sensors, Pavlenko and Irikura (2002) detected the reduction of the shear modulus at depths less than a few tens of meters at Port Island, Kobe, Japan, during the strong ground motion generated by the 1995 Kobe earthquake. This phenomenon is widely known as a nonlinear site effect caused by a strong earthquake shock, which decreases the shear modulus and increases the attenuation coefficient in the shallow ground.
(e.g., Chin and Aki, 1991). Their study provides direct evidence for the velocity reduction in the shallow ground caused by nonlinearity. Sawazaki et al. (2006) monitored the spectral ratio of the coda seismograms registered on the ground surface and at a downhole at two sites that experienced strong ground motion shock of the 2000 Western-Tottori earthquake, Japan. Their results showed a clear reduction of the peak frequencies of the coda spectral ratio just after the strong ground motion shock and the following recovery of them continuing for a few years.

Because Sawazaki et al. (2006) did not analyze the phase spectrum of the coda spectral ratio, their results cannot be directly related to the velocity change. We overcome this limitation by deconvolving the coda wave record on the ground surface by that at the downhole, where both amplitude and phase spectra are available simultaneously. Because coda waves are considered to be composed of the omnidirectional incoherent S waves, the distribution of incident angles is supposed to be statistically uniform for all the earthquakes. Therefore, we can average the coda deconvolutions of many earthquakes in each time period before and after the mainshock to obtain the stable estimates of the velocity change in the shallow subsurface without considering incident angles and source mechanisms of the used earthquakes.

In this article, we apply the coda deconvolution method to data recorded at one KiK-net (Japanese digital strong-motion seismograph network operated by National Research Institute for Earth Science and Disaster Prevention [NIED]) station that is located close to the epicenter of the 2000 Western-Tottori earthquake (6 October 2000, $M_{\text{JMA}}$ 7.3). We also theoretically synthesize the coda deconvolution assuming an omnidirectional incidence of random waves to a 1D layered velocity structure. Fitting the theoretical coda deconvolution to the observed one for each time period before and after the mainshock, we estimate the reduction and recovery process of shear modulus in the shallow ground. Then, we evaluate how the $P$- and $S$-wave velocities and corresponding one-way travel times changed after the strong ground motion shock.

Data

Figure 1 shows the location of station SMNH01 (Hakuta is the Japanese name) of KiK-net (triangle) and epicenters of the earthquakes analyzed (gray circles). The 2000 Western-Tottori earthquake is a strike-slip event (see the focal mechanism) but did not show a clear surface break. Station SMNH01 is located 8 km from the epicenter of the mainshock. The station is equipped with two accelerometers: one is on the ground surface and the other is at the depth of 100 m in a borehole (Okada et al., 2004). The data are sampled every 0.005 sec, and the gain of the recording system is almost flat for frequencies lower than about 20 Hz. Table 1 shows the average lapse time after the mainshock and the number, the magnitude range, and the hypocentral distance range of the used earthquakes for different time periods before and after the mainshock.

Station SMNH01 is located at a mountainous region. According to the well-logging data shown by thick lines in Figure 2, $P$- and $S$-wave travel times from the downhole to
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the ground surface are 0.031 and 0.097 sec for the vertical incidence, respectively. Quaternary sandy gravel extends from the ground surface to 13.5 m depth, and Neogene solid basalt extends from 13.5 to 100 m depth. Although the velocity boundary written in the well-logging data (11 m depth) does not correspond to the interface between sandy gravel and basalt (13.5 m depth), we adopt the velocity boundary of the ground surface to 13.5 m depth, and Neogene solid basalt from the ground surface to 13.5 m depth, and Neogene solid basalt.

Figure 3a and b shows the accelerogram of the earthquake that occurred 84 days before the 2000 Western-Tottori earthquake (we refer to this event as the foreshock) recorded on the ground surface and at the downhole at station SMNH01, respectively. Figure 3c shows the amplitude spectrum of the surface and downhole records as black and gray curves, respectively. The rectangle in each accelerogram indicates the time window used for calculating the amplitude spectrum. Figure 3d, e, and f are the same as Figure 3a, b, and c, respectively, for the data of the mainshock. The maximum acceleration of the mainshock record on the ground surface is 720 cm/sec² for the north–south component. Although liquefaction was not reported around this station, several studies reported the occurrence of the nonlinear ground responses caused by the strong ground motion shock at this station (e.g., Yamazoe et al., 2004). Here, we use the phrase nonlinear ground response as the breakdown of the linear relationship between the stress and strain (Hooke’s law) in the shallow ground by the strong ground motion. On the mainshock, strong accelerations larger than 100 cm/sec² continued for about 10 sec. In this time period, the amplitude spectral ratio of the surface and downhole records is much different from that observed before the mainshock, which suggests the occurrence of nonlinear response. Because the nonlinearity is considered to be apparent for accelerations larger than about 100–200 cm/sec² (e.g., Beresnev and Wen, 1996), we think the coda part of the mainshock record with the acceleration less than 100 cm/sec² may not be strongly affected by the nonlinear effect.

**Analysis Procedure of Coda Waves**

We first deconvolve a coda record of each earthquake registered on the ground surface by that at the downhole for both the east–west and north–south components. Then, the coda deconvolutions are averaged over plural events that occurred in each time period as shown in Table 1. As we showed in Figure 3c, the amplitude spectrum of the downhole coda record is almost flat. This characteristic of the downhole coda record confirms the stability of the coda deconvolution.

<table>
<thead>
<tr>
<th>Period</th>
<th>Average Lapse Time (day)</th>
<th>Number of Earthquakes</th>
<th>$M_{\text{MAX}}$</th>
<th>Hypocentral Distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2$–$0$ yr</td>
<td>$-382$</td>
<td>$3$</td>
<td>2.9–4.8</td>
<td>15–99</td>
</tr>
<tr>
<td>$0$–10.24 sec (mainshock)</td>
<td>---</td>
<td>1 (direct $S$-wave window)</td>
<td>7.3</td>
<td>12</td>
</tr>
<tr>
<td>50–280 sec (mainshock)</td>
<td>0.002</td>
<td>1 (14 coda windows)</td>
<td>7.3</td>
<td>12</td>
</tr>
<tr>
<td>0–1 week</td>
<td>1.05</td>
<td>10</td>
<td>3.3–4.7</td>
<td>7–16</td>
</tr>
<tr>
<td>1 week to 1 month</td>
<td>19.4</td>
<td>30</td>
<td>2.3–4.6</td>
<td>7–22</td>
</tr>
<tr>
<td>1 month to 1 yr</td>
<td>86.4</td>
<td>45</td>
<td>2.5–4.5</td>
<td>7–46</td>
</tr>
<tr>
<td>1–4 yr</td>
<td>674</td>
<td>21</td>
<td>2.8–5.5</td>
<td>7–46</td>
</tr>
</tbody>
</table>

*The data in the period 0–10.24 sec after the mainshock are not used for modeling the velocity structure.*

**Table 1** Information for the Used Earthquakes in Each Period
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*Figure 2. P- and S-wave velocity structures of station SMNH01 with the geologic structure. Thick lines are the P/S well-logging data from the KiK-net website (see Data and Resources section), and thin lines are the best-fit reference velocity structures estimated by fitting the theoretical coda deconvolution to the observed one obtained before the mainshock. Depths of the layer boundaries are shown in the right-hand side of the figure. Note that the abscissa is the velocity in a logarithmic scale.*
trace is less than 30 cm/sec², where the nonlinear response is negligible. We select only the coda windows that satisfy the preceding conditions. For the accelerogram of the main-shock, we select one time window for the direct $S$ wave (0–10.24 sec after the $S$-wave arrival) and 14 time windows for coda waves (chosen from 50–280 sec after the $S$-wave arrival, where the signals from large aftershocks are excluded).

After applying a 5% cosine taper to both coda traces on the ground surface and at the downhole, we perform the fast Fourier transform for both traces. Then, we calculate the deconvolution in the frequency domain according to the equation

$$D_i(f) = \frac{S_i(f)}{B_i(f)} = \frac{S_i(f)B_i^*(f)}{|B_i(f)|^2},$$

where $S_i(f)$ and $B_i(f)$ represent the complex spectra of the coda record for the $i$th earthquake recorded on the ground surface and at the downhole, respectively. $f$ is the frequency in Hz, and the asterisk denotes the complex conjugate. We refer to equation (1) as coda deconvolution throughout this article. Note that equation (1) is not the transfer function to the incident waves because the downhole record may contain not only incident waves but also the waves reflected on the ground surface and/or sediment layer boundaries between

Figure 3. North–south component accelerogram of the earthquake that occurred 84 days before the 2000 Western-Tottori earthquake registered (a) on the ground surface and (b) at the downhole at station SMNH01. The abscissa is the lapse time after the origin time. (c) The amplitude spectrum of the surface (black curves) and downhole (gray curves) recorded. The time window used for calculating the amplitude spectrum is indicated by a rectangle in (a) and (b). (d), (e), and (f) are the same as (a), (b), and (c) except that these figures are made for the mainshock record of the 2000 Western-Tottori earthquake.
the two sensors. To stabilize the coda deconvolution, we smooth the numerator and denominator of equation (1) by applying a Hanning window one time in the frequency domain (e.g., Soda et al. 2001).

We assume that the average of the coda deconvolution represents the real structure of the ground. The average coda deconvolution is given by

\[ \hat{D}(f) = \frac{1}{N} \sum_{i=1}^{N} D_i(f), \]  

(2)

where \( N \) is the number of earthquakes used for the averaging in each time period (see Table 1). Amplitude and phase spectra of the average coda deconvolution are given by \(|\hat{D}(f)|\) and \(\arg(\hat{D}(f))\), respectively. Using equation (2), we calculate the average of the coda deconvolution for each time period and show its temporal variation.

Temporal Change in the Observed Coda Deconvolution

Figure 4 shows the amplitude spectrum of the average coda deconvolution obtained in each period (thick curves) and that obtained before the mainshock (thin curves). The dotted vertical line represents the lowest peak frequency observed before the mainshock, which was 4.6 and 4.7 Hz for the east–west and north–south components, respectively. For both components, the amplitude level for frequencies higher than about 4 Hz decreased in the period 0–10.24 sec after the direct S-wave arrival of the mainshock. This is a typical non-linear ground response caused by the strong ground motion, where the increase of attenuation coefficient dropped the amplitude level and the reduction of the shear modulus shifted the peak frequencies to a lower frequency. In the period 50–280 sec after the S-wave arrival of the mainshock, the amplitude level almost recovered for both components. However, the peak frequencies were still lower than those observed before the mainshock, although the acceleration was so small that the nonlinearity was negligible in this period. The lowest peak frequency in this period was 4.0 and 3.9 Hz for the east–west and north–south components, respectively, which were 80%–90% of the values obtained before the mainshock. This suggests that the seismic velocity was still lower than the value obtained before the mainshock at this time. After that, the peak frequencies continued to re-

**Figure 4.** Temporal change in the amplitude spectrum of the average coda deconvolution. Thick and thin curves represent the amplitude spectra in each period and those observed before the mainshock, respectively. The amplitude scale is logarithmic and is indicated by a vertical bar in decibels on the left-hand vertical axis. The dotted vertical lines represent the lowest peak frequency observed before the mainshock. The peak frequencies in each period are denoted by black circles.
cover for over 1 yr and approached the values obtained before the mainshock.

The amplitude level of the lowest peak was much lower for the east–west component than that for the north–south component throughout the periods except 0–10.24 sec after the direct S-wave arrival of the mainshock. Because we use coda waves for the analysis, the differences between the two components may not be related to variation in back azimuths or polarity of incident waves but may be related to the anisotropic structure in the shallow ground around this station.

Figure 5 shows the phase spectrum of the average coda deconvolution obtained in each period (black circles) and that obtained before the mainshock (open circles). The phase shift increased just after the strong ground motion shock and continued to recover for over 1 yr, approaching the value obtained before the mainshock. Because a larger phase shift means a longer travel time from the downhole to the ground surface, this is direct evidence for the seismic velocity reduction between the ground surface and the downhole sensor.

Figure 6 shows the average coda deconvolution obtained in each period (thick curves) and that obtained before the mainshock (thin curves) in the time domain. The deconvolutions are band-pass filtered from 1 to 16 Hz. The dotted vertical lines represent the peak lag times observed before the mainshock. The coda deconvolutions showed a clear increase of the peak lag time after the mainshock, and the recovery continued over 1 yr. Because the observed peak lag times are almost the same as the one-way S-wave travel time calculated from the well-logging data (0.097 sec), a temporal change may reflect a change of the S-wave velocity of the ground. The signals of the coda deconvolution appear only on positive lag times. This agrees with the observation by Snieder and Safak (2006), where they deconvolved the record at each floor of a building by the record at the basement.

Synthesis of the Theoretical Coda Deconvolution

In this section, we explain how to calculate the theoretical coda deconvolution. We assume that incident waves are composed of omnidirectional incoherent SH and SV waves that are coming from the lower hemisphere with the same amplitude for all the directions (see Fig. 7). Also, the medium from the ground surface to the downhole sensor is assumed to be a 1D stratified structure. We denote the response functions to the horizontal component of the SH and SV waves as $T_{SH}(\theta, f)$ and $T_{SV}(\theta, f)$ on the ground surface and as $R_{SH}(\theta, f)$ and $R_{SV}(\theta, f)$ at the downhole, respec-

---

**Figure 5.** Temporal change in the phase spectrum of the average coda deconvolution. Black and open circles represent the phase spectra in each period and those observed before the mainshock, respectively.
tively, where \( \theta \) is the incident angle. The theoretical coda deconvolution \( D^T(f) \) is given by

\[
D^T(f) = \frac{\langle S^T(f)B^T(f) \rangle}{\langle |B^T(f)|^2 \rangle}, \tag{3}
\]

where the angular brackets represent the average for the incidence of incoherent waves from any direction (see the appendix). Note that this average is different from the average of the coda deconvolutions for many earthquakes defined by equation (2). The cross and power spectra on the numerator and denominator of equation (3) are given by

\[
\langle S^T(f)B^T(f) \rangle = \pi |A(f)|^2 \int_0^{\pi/2} [T_{SH}(\theta,f)R_{SH}(\theta,f) + T_{SV}(\theta,f)R_{SV}(\theta,f) \cos^2 \theta] \sin \theta \, d\theta,
\]

\[
\langle |B^T(f)|^2 \rangle = \pi |A(f)|^2 \int_0^{\pi/2} [|R_{SH}(\theta,f)|^2 + |R_{SV}(\theta,f)|^2 \cos^2 \theta] \sin \theta \, d\theta. \tag{4}
\]

The derivation of equation (4) is shown in the appendix. \( |A(f)|^2 \) is the average power spectrum of the incident \( SH \) and \( SV \) waves (see equation A9 in the appendix), which is cancelled by calculating equation (3). We calculate the response functions \( T_{SH}(\theta,f) \), \( T_{SV}(\theta,f) \), \( R_{SH}(\theta,f) \), and \( R_{SV}(\theta,f) \) using the modified propagator matrix method by Silva (1976). Instead of integrating over \( \theta \) in equation (4), we numerically sum the integrands for \( \theta \) from 5° to 85° by 10° intervals.

**Estimation of the Shear Modulus Change**

Fitting the theoretical coda deconvolution calculated by equation (3) to the observed one, we estimate the best-fit shear modulus structure in each period. Considering the lithology of the ground at station SMNH01, we assume that the reduction of the shear modulus occurred only in the 0–11 m depths because the medium property is easily changed by strong ground motion especially in cohesionless soil. We search the percentage of the shear modulus reduction at the 0–11 m depths for each period after the mainshock. Because the amplitude spectra of the east–west and north–south components are different (see Fig. 4), we cannot fit the theoretical coda deconvolution to both components simultaneously by the same velocity structure. Therefore, we fit the theoreti-
Variables $\rho, V_P, V_S, Q_P, Q_S$ of the Pliocene mudstone at depths shallower than 732 m from the borehole observation in Kanto, Japan. Although they estimated the $Q_0$ value as 19, we do not adopt this value in our analysis. For simplicity, we assume that $Q_0$ does not vary with layers.

To estimate the reduction percentage of the shear modulus, it is necessary to make a reference structure that fits to the coda deconvolution observed before the mainshock. At first, we calculated the synthetic coda deconvolution using the well-logging data; however, the synthesis did not fit the observation. Therefore, we modify the well-logging data so that the synthetic coda deconvolution fits well to the observed one obtained before the mainshock. The modification is carried out for the shear modulus of the upper four layers (the 0–42 m depths) and $Q_0$ by a genetic algorithm (GA). The shear modulus is searched within 16% and 144% of the values calculated from the well-logging data, and $Q_0$ is searched within 0.5 and 20. The misfit function is defined as

$$\text{misfit} \equiv \sum_{f=1}^{16 \text{Hz}} |\hat{D}(f) - D^T(f)|^2. \quad (7)$$

Because both $\hat{D}(f)$ and $D^T(f)$ are complex functions, the fitting is carried out for both the amplitude and phase spectrum of the coda deconvolution. The shear modulus of the lower two layers (the 42–100 m depths), the bulk modulus, and the densities are fixed to the values calculated from the well-logging data. We run the GA five times with different starting seeds and select the best-fit model among them. We show the best-fit reference velocity structure with thin lines in Figure 2. The $Q_0$-value is estimated as 3.04. We note that the variation of the velocity structures estimated from the five runs differs from 2.95 to 3.36. Although Figure 8a is shown in a logarithmic scale, the fitting is carried out for the shear modulus of the 0–11 m depths by the grid search method for five time periods after the mainshock. The percentage of the shear modulus reduction is the same for both 0–4 m and 4–11 m depth layers and is searched within 20% and 100% of the reference values. The shear modulus of the 11–100 m depths and other parameters such as $Q_0$, bulk modulus, and density are fixed to the values of the reference structure.

**Temporal Change in the Shear Modulus, Seismic Velocity, and One-Way Travel Times**

We show the comparison of the observations and the best-fit syntheses in Figure 8, where Figure 8a and b is the amplitude and phase spectra of the average coda deconvolution, respectively and Figure 8c is the average coda deconvolution in the time domain. The observations and syntheses are shown by black and gray curves in Figure 8a and c and by black and gray circles in Figure 8b, respectively. Although Figure 8a is shown in a logarithmic scale, the fitting is carried out by linear frequency intervals. The lowest peak frequency of the theoretical amplitude spectra fits the...
observations well. However, the fit is not good in frequencies higher than the lowest peak frequencies. Especially, strong notches around 5 and 15 Hz are not fitted well. The theoretical phase spectra fit the observations well in frequencies from 1 to 16 Hz except around 5 and 15 Hz, where the observed phase spectra are fluctuating. The theoretical time-domain deconvolutions fit the observations well except for the amplitude of the later phases. The modeling of 1D stratified layers has a limitation if the real ground structure includes 3D heterogeneity. We confirmed that the coherence between the surface and downhole records is relatively low around 5 and 15 Hz, which implies the existence of the strong scattering by 3D heterogeneity at these frequencies. We think the misfit around 5 and 15 Hz may be related to the 3D heterogeneity of the real ground structure that cannot be modeled.

We show the estimated temporal change in shear modulus in Figure 9a. The abscissa is the lapse time measured from the S-wave arrival time of the mainshock in a logarithmic scale, and the ordinate is the shear modulus normalized by the value obtained before the mainshock in a linear scale. In the period of 50–280 sec (0.002 day) after the S-wave arrival of the mainshock, the shear modulus at the 0–11 m depth dropped to 52% of the value obtained before the mainshock. It continued to recover for over 1 yr following the logarithm of the lapse time. The shear modulus recovered to 69%, 83%, 87%, and 97% of the value obtained before the mainshock in the periods of 0 to 1-week, 1-week to 1-month, 1-month to 1-yr, and 1 to 4 yr after the mainshock, respectively.

Temporal changes in $P$- and $S$-wave velocity structures are shown in Figure 9b and c, where the gray symbols are the values fixed to those obtained before the mainshock throughout the periods. $P$-wave velocity dropped only by a few percent in the period 50–280 sec after the S-wave arrival of the mainshock. Because the $V_p/V_s$ ratio in the period before the mainshock is 5.1 for the 0–4 m depth and 3.5 for the 4–11 m depth, both of which are much larger than 1.73 for the Poisson medium, the bulk modulus is much larger than the shear modulus at these depth ranges. Because the bulk modulus is fixed throughout the analysis, change of the shear modulus does not cause drastic change in the $P$-wave velocity. However, the $S$-wave velocity, which is proportional to the square root of the shear modulus, dropped by 30% after the mainshock and continued to recover for over 1 yr.

Using $P$- and $S$-wave velocity structures estimated for each time period, we calculate the temporal change in the one-way travel times of $P$ and $S$ waves for the vertical incidence. We show the results in Figure 9d and e. In the period 50–280 sec after the S-wave arrival of the mainshock, the one-way $S$-wave travel time increased by 17 msec. On the other hand, the increase of the one-way $P$-wave travel time was only 0.4 msec.
Application of the Cross-Correlation Function Analysis

Recently, many researchers who study on seismic interferometry use a cross-correlation function of two coda or ambient noise records to measure the average seismic velocity between the two separated points (e.g., Campillo and Paul, 2003). In this section, we apply the conventional cross-correlation function method to the surface and the downhole seismograms of SMNH01 and compare the results to the velocity structure estimated from the coda deconvolution method.

Figure 10 shows the north–south component of the cross-correlation function of coda records averaged for the
earthquakes that occurred in each period. The black and gray curves represent the observations and syntheses calculated from the estimated structures shown in Figure 9b and c, respectively. The cross-correlation functions are calculated after applying the band-pass filter from 1 to 16 Hz to both the surface and downhole records and are normalized by the square root of integrated power of the two records. The peak lag times plotted by black and gray squares in Figure 10 are calculated by fitting the quadratic function to the peak of the cross-correlation functions. The dotted vertical line indicates the observed peak lag time obtained before the mainshock.

The observed cross-correlation functions show clear peaks only on positive lag times, which means that the downgoing waves reflected on the ground surface are much weaker than the upgoing waves in coda record. On the other hand, the syntheses show peaks on both positive and negative lag times, where the peaks on the negative lag time are smaller than those on the positive lag time because intrinsic attenuation weakens the amplitude of the reflected waves. To eliminate the peaks on the negative lag time, the $Q_0$-value must be less than about one-third of the estimated value. However, in such a small $Q_0$-value, the theoretical amplitude spectrum does not generate steep peaks that are shown in the observed amplitude spectrum (see Fig. 8a). Therefore, the disappearance of the downgoing waves in the observed cross-correlation function cannot be explained by only intrinsic attenuation. We think strong scattering due to the 3D heterogeneity of the shallow ground and/or complex topography around the station SMNH01 may affect the disappearance of the downgoing waves in this case. We note that many studies on borehole observation of the direct $S$ waves detected clear downgoing waves (e.g., Kinoshita and Ohike, 2006; Mehta et al., 2007).

The peak lag time of the cross-correlation function increased in the period 0–10.24 sec after the direct $S$ wave arrival of the mainshock because the $S$-wave velocity dropped due to the nonlinear response. In the period 50–280 sec after the $S$-wave arrival, the peak lag time was 0.110 sec, which was still 17 msec longer than the value obtained before the mainshock. After that, the peak lag time continued to recover for over 1 yr and approached the value obtained before the mainshock.

Figure 11 shows the temporal change in the one-way $S$-wave travel time estimated from the coda deconvolution method (black circles; same as in Fig. 9e) and that in the peak lag times of the observed and synthetic cross-correlation functions (black and gray squares, respectively). The peak lag times of the synthetic cross-correlation functions are almost coincident to those of the observations, which confirms that the velocity models estimated from the coda deconvolution method properly explains the peak lag times of the ob-
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**Figure 10.** Temporal change in the cross-correlation function of coda waves (1–16 Hz) for the north–south component. Black and gray curves represent the observed and synthetic cross-correlation functions, respectively. The correlation coefficient is indicated on the left-hand side of the figure. The dotted vertical line represents the peak lag time of the cross-correlation function observed before the mainshock (0.093 sec). The observed and theoretical peak lag times are denoted by black and gray squares, respectively.
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**Figure 11.** Comparison of the one-way $S$-wave travel times calculated from the best-fit $S$-wave velocity structure (black circles, same as in Fig. 9e) and the peak lag times of the observed (black squares) and theoretical (gray squares) cross-correlation functions for the north–south component. The left-hand and right-right panels are the same as in Fig. 9. The arrow represents the mainshock occurrence.
served cross-correlation functions. The absolute value of the peak lag times is shorter than that of the one-way $S$-wave travel time by nearly 0.01 sec for all the periods. This is because the travel time of the inclined incident wave is shorter than that of the vertical incident wave: one-way $S$-wave travel time is calculated for the vertical incident waves, whereas the peak lag time of the cross-correlation function of coda waves represents the travel times of the omnidirectional waves, where inclined incident waves are included.

Possible Mechanisms of the Temporal Change in Shear Modulus

Shear modulus reduction at station SMNH01 during the strong ground motion of the 2000 Western-Tottori earthquake was estimated by Pavlenko and Irikura (2006). According to their results, the shear modulus dropped by 60% from the value of the infinitesimal strain level at the 0–12 m depths during the strong ground motion shock. Because our estimation for the shear modulus reduction is about 50% at the 0–11 m depths in the period of 50–280 sec after the $S$-wave arrival of the mainshock, the two results are almost consistent. We are convinced that the strong ground motion shock caused the shear modulus reduction in the shallow ground.

One of the possible mechanisms for the drop and recovery of the shear modulus in the shallow ground is the change of the fluid system. Once a strong ground motion shock increases pore pressure in the shallow ground, it causes a drop of the frictional strength between soil grains (e.g., Ishihara, 1996). For the recovery process, permeability of soil is a critical parameter. If the drainage of water takes a long time after the strong ground motion shock, the recovery of the shear modulus also takes a long time. For example, Pavlenko and Irikura (2002) detected the depth dependence of the recovery of the shear modulus continued for more than a few minutes at Port Island, Japan, after the 1995 Kobe earthquake. Their observation suggests the movement of groundwater after the large earthquake. Snieder and van den Beukel (2004) numerically showed how drainage affects the shear modulus change. To confirm the relationship between the recovery process in the shallow ground and the water drainage effect, it is necessary to record the water pressure and strong ground motion at borehole arrays simultaneously.

Although we assumed that the 0–11 m depths are responsible for the shear modulus reduction, we do not deny the possibility of a shear modulus reduction in the layers deeper than 11 m. Because the lithology of station SMNH01 is solid basalt at depths deeper than 13.5 m, fractures can be generated by the strong ground motion at this depth. It is known that the time dependence of frictional strength between two rocks is proportional to the logarithm of the lapse time after the contact of the rocks (e.g., Dieterich, 1978). Many studies observed the log-linear recovery of seismic velocity near the shallow ground (e.g., Schaff and Beroza, 2004), which was considered to be the healing process of fractures after a large earthquake. The rock experiment by TenCate et al. (2000) also showed the log-linear recovery of the resonance frequency of rock samples (on the order of kilohertz) that continues over 1000 sec after large strain oscillation. Thus, the log-linear recovery of the shear modulus is widely observed. We think the log-linear recovery observed in our study can also be related to the healing mechanism of the frictional strength between rocks or soil grains.

The drop and recovery process of the shear modulus depends on the properties of soils such as permeability, fluid content, and so on. Also, they depend on the intensity of the ground motion. This information is necessary for further study of the temporal change in the shallow ground. Other KiK-net data that have experienced strong ground motions are available to study these relationships. Borehole arrays equipped with multiple sensors are also useful to constrain the depth dependence of the drop and recovery process.

Conclusion

For the precise estimation of the velocity structure in the shallow ground, we develop a method to calculate the deconvolution of two coda records utilizing the random omnidirectional property of coda waves. Applying the coda deconvolution method to the vertical pair of accelerograms, we detect the temporal change in both the amplitude and phase spectra of the average coda deconvolution at the station that experienced the strong ground motion shock from the 2000 Western-Tottori earthquake, Japan. These spectra showed the recovery continuing over 1 yr. On the other hand, the peak level of the amplitude spectrum recovered within a few minutes after the strong ground motion shock. Assuming that the structure shallower than 11 m was responsible for these temporal changes, we estimate the shear modulus reduction in each time period. The shear modulus dropped to 52% of the value obtained before the mainshock in the period 50–280 sec after the $S$-wave arrival of the mainshock. The shear modulus reduction caused a decrease of the $S$-wave velocity of 30% and an increase of the one-way $S$-wave travel time of 17 msec. The recovery of the shear modulus continued over 1 yr following the logarithm of the lapse time after the mainshock. The shear modulus recovered to 69%, 83%, 87%, and 97% of the value obtained before the mainshock in the periods of 0 to 1-week, 1-week to 1-month, 1-month to 1-yr, and 1 to 4 yr after the mainshock, respectively. We checked that these results obtained from the coda deconvolution method are consistent with the results obtained from the conventional cross-correlation function method.

The mechanism of long-term recovery observed in the shallow ground may be related to water drainage and/or fractures generated in the solid rock. To reveal the recovery mechanism, it is necessary to analyze the data recorded by many borehole sensors that experienced strong ground motion.
motions. Especially, strong ground motion data which are simultaneously observed with water pressure will be helpful to understand the relationship between the recovery mechanism and the water drainage effects.

Data and Resources
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Appendix

Derivation of the Theoretical Coda Deconvolution

This appendix shows the derivation of the theoretical coda deconvolution. We denote the back azimuth and inci-
dent angle of an incident wave as φ and θ, respectively (see Fig. 7). We define φ = 0 for the incidence from west to east and θ = 0 for the vertical incidence. The back azimuth increases counterclockwise. The east–west and north–south components of the incident SH and SV waves are given in the frequency domain by

\[
\begin{align*}
A_{SH,EW}(θ, φ, f) &= A_{SH}(θ, φ, f) \sin φ, \\
A_{SV,EW}(θ, φ, f) &= -A_{SV}(θ, φ, f) \cos φ \cos θ, \\
A_{SH,NS}(θ, φ, f) &= -A_{SH}(θ, φ, f) \cos φ, \\
A_{SV,NS}(θ, φ, f) &= -A_{SV}(θ, φ, f) \sin φ \cos θ, 
\end{align*}
\]  
(A1)

where \(A_{SH}(θ, φ, f)\) and \(A_{SV}(θ, φ, f)\) are the complex spectra of the incident SH and SV waves, respectively. We assume that these incident waves are stationary and the duration of these signals is long enough so that we can assume the ergodic system. We also denote the response functions to horizontal components of the incident SH and SV waves as \(T_{SH}(θ, f)\) and \(T_{SV}(θ, f)\) on the ground surface and as \(R_{SH}(θ, f)\) and \(R_{SV}(θ, f)\) at the downhole, respectively. From equation (A1) and the response functions, the horizontal component of the spectrum on the ground surface \(S(θ, φ, f)\) and that at the downhole \(B(θ, φ, f)\) for each back azimuth and incident angle are given by

\[
\begin{align*}
S_X(θ, φ, f) &= A_{SH,X}(θ, φ, f)T_{SH}(θ, f) \\
&+ A_{SV,X}(θ, φ, f)T_{SV}(θ, f), \\
B_X(θ, φ, f) &= A_{SH,X}(θ, φ, f)R_{SH}(θ, f) \\
&+ A_{SV,X}(θ, f)R_{SV}(θ, f), 
\end{align*}
\]  
(A2)

where the subscript \(X\) denotes the east–west or north–south component. The wave field is calculated by integrating equation (A2) by θ and φ. Therefore, the theoretical cross spectrum and power spectrum at the downhole are given by

\[
\begin{align*}
\langle S_X^*(f)B_X^T(f) \rangle &= \left[ \int_0^{π/2} \int_0^{2π} S_X(θ, φ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} B_X^*(θ', φ', f) \sin θ' \, dφ' \, dθ' \right], \\
\langle |B_X^T(f)|^2 \rangle &= \left[ \int_0^{π/2} \int_0^{2π} B_X(θ, φ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} B_X^*(θ', φ', f) \sin θ' \, dφ' \, dθ' \right]. 
\end{align*}
\]  
(A3) (A4)

Substituting equation (A2) into equations (A3) and (A4), we obtain

\[
\begin{align*}
\langle S_X^*(f)B_X^T(f) \rangle &= \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}(θ, φ, f)T_{SH}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}^*(θ', φ', f)R_{SH}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}(θ, φ, f)T_{SV}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}(θ, φ, f)T_{SH}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}(θ, φ, f)T_{SV}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right], 
\end{align*}
\]  
(A5)

and

\[
\begin{align*}
\langle |B_X^T(f)|^2 \rangle &= \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}(θ, φ, f)R_{SH}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}^*(θ', φ', f)R_{SH}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}(θ, φ, f)R_{SV}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SH,X}(θ, φ, f)R_{SH}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right] \\
&+ \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}(θ, φ, f)R_{SV}(θ, f) \sin θ \, dφ \, dθ \right] \\
&\times \left[ \int_0^{π/2} \int_0^{2π} A_{SV,X}^*(θ', φ', f)R_{SV}^*(θ', f) \sin θ' \, dφ' \, dθ' \right]. 
\end{align*}
\]  
(A6)

We assume that \(A_{SH,X}(θ, φ, f)\) and \(A_{SV,X}(θ, φ, f)\) are mutually incoherent for any incident angles. In this case, the second and third terms of the right-hand side of equations (A5) and (A6) disappear by the averaging. Using equation (A1), we can rewrite the north–south component of the equations (A5) and (A6) as
\[ (S_{NS}^T(f)B_{NS}^T(f)) = \int_{0}^{\pi/2} \int_{0}^{\pi/2} \int_{0}^{2\pi} \int_{0}^{2\pi} (A_{SH}(\theta, \phi, f)A_{SH}^*(\theta', \phi', f)) \cos \phi \cos \phi' \sin \theta \sin \theta' d\phi' d\phi d\theta d\theta' \\
+ \int_{0}^{\pi/2} \int_{0}^{\pi/2} \int_{0}^{2\pi} \int_{0}^{2\pi} (A_{SV}(\theta, \phi, f)A_{SV}^*(\theta', \phi', f)) \sin \phi \cos \theta \sin \theta' \sin \theta' d\phi' d\phi d\theta d\theta' \\
\times \frac{\sin \theta' \sin \theta}{\pi} \delta(\theta - \theta') \delta(\phi - \phi') \]  

(A7)

and

\[ \langle |B_{NS}^T(f)|^2 \rangle = \int_{0}^{\pi/2} \int_{0}^{\pi/2} \int_{0}^{2\pi} \int_{0}^{2\pi} (A_{SH}(\theta, \phi, f)A_{SH}^*(\theta', \phi', f)) \cos \phi \cos \phi' \sin \theta \sin \theta' d\phi' d\phi d\theta d\theta' \\
+ \int_{0}^{\pi/2} \int_{0}^{\pi/2} \int_{0}^{2\pi} \int_{0}^{2\pi} (A_{SV}(\theta, \phi, f)A_{SV}^*(\theta', \phi', f)) \sin \phi \cos \theta \sin \theta' \sin \theta' d\phi' d\phi d\theta d\theta' \\
\times \frac{\sin \theta' \sin \theta}{\pi} \delta(\theta - \theta') \delta(\phi - \phi'). \]  

(A8)

respectively. Here, we also assume that the incident waves coming from different back azimuths or incident angles are mutually incoherent. In this case, according to the definition of the delta function for the spherical coordinate (e.g., Snieder, 2004), the angular brackets in equations (A7) and (A8) are given by

\[ \langle A_{SH}(\theta, \phi, f)A_{SH}^*(\theta', \phi', f) \rangle = \frac{|A(f)|^2}{\sin \theta'} \delta(\theta - \theta') \delta(\phi - \phi'). \]  

(A9)

where \(|A(f)|^2\) is the average power spectrum of the incident \(SH\) and \(SV\) waves. Because we assume that incident \(SH\) and \(SV\) waves have statistically the same amplitude for all directions, the average power spectrum does not vary with \(\theta\) and \(\phi\). Substituting equation (A9) into equations (A7) and (A8) and calculating the integrals for \(\theta', \phi'\), and \(\phi\), we derive the results as

\[ \langle S^T(f)B^T(f) \rangle = \pi |A(f)|^2 \int_{0}^{\pi/2} [T_{SH}(\theta, f)R_{SH}^*(\theta, f)] \sin \theta d\theta \\
+ T_{SV} R_{SV}^2(\theta, f) \cos^2 \theta \sin \theta d\theta \]  

(A10)

and

\[ \langle |B^T(f)|^2 \rangle = \pi |A(f)|^2 \int_{0}^{\pi/2} [R_{SH}(\theta, f)]^2 \\
+ |R_{SV}(\theta, f)|^2 \cos^2 \theta \sin \theta d\theta. \]  

(A11)

We remove the subscripts EW or NS from equations (A10) and (A11) because both components give the same result. Using equations (A10), (A11), and (3), from the main text, we calculate the theoretical coda deconvolution.